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Fig. 1. Research challenges extracted from CHI 2023 proceedings using ChatGPT and GPT-4, with topic annotations by BERTtopic [36].
To create the plot, the challenges were first converted into embeddings and then projected into two-dimensional space with UMAP [64].
Each filled circle represents a research challenge, with colors indicating different topic clusters identified by BERTopic. Gray, unfilled
circles represent challenges that did not group into any of the identified clusters. An interactive visualization is available at https://hci-
research-challenges.github.io.
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1 INTRODUCTION

Large Language Models (LLMs), such as ChatGPT [68] and GPT-4 [69], have begun to impact a multitude of academic
fields. An intriguing utility of LLMs is their ability for discovering insights in a given text corpus and examining
the corpus from different perspectives (e.g., [80]). This capability for open-domain information mining with the goal
of retrieving answers to a given question from a text corpus is enabled by the LLMs’ ability to follow instructions
[14, 27, 74, 112] and learn in-context [10, 20, 48, 67]. LLMs could, therefore, be used for qualitative analysis of text
documents from one or several perspectives.

However, concerns have been raised about the ability of LLMs to accomplish this task. Despite the impressive
capabilities demonstrated by LLMs today, the depth of our understanding of their operation is limited. A significant
aspect of this ambiguity stems from the opaqueness of the state-of-the-art LLMs. In particular, little is known about the
training data utilized for OpenAI’s language models ChatGPT [68] and GPT-4 [69]. This situation invites legitimate
questions about potential data leakage from benchmarks into the training data [10, 112], and the extent of the models’
reliance on memorization versus comprehension and reasoning [11, 13]. Typically, LLMs are evaluated on canonical
benchmarks (with few exceptions [11]). While benchmark datasets provide a reference point against which the
performance of language models can be assessed, the reliance on standard benchmarks in the evaluation of LLMs is
a growing concern [50]. For researchers in academia and industry, the wide-spread re-use and concentration on few
benchmark datasets and standard metrics risks missing opportunities for applying language models in real-world tasks
[11, 47, 77].

One such real-world task is mining insights from an entire field of research. The field of Human-Computer-Interaction
(HCI) is vast and fragmented into many extremely diverse sub-communities [56]. Each year, several thousand researchers
come together at the ACM Conference on Human Factors in Computing Systems (CHI) — HCI’s flagship conference —
to present their work on highly diverse topics. In 2023, CHI’s main proceedings comprised 879 research papers in almost
150 different conference sessions. Given the sheer volume of publications in the CHI proceedings and the diversity of
the field of HCI, it is difficult to get an overview of the field, let alone the field’s current research challenges. A research
challenge is a difficult problem or question in a research field that has yet to be satisfactorily addressed or resolved.
Identifying the current research challenges would provide valuable insights about the current state of the HCI field
and future research directions. This task is important as “there is a growing need for work that supports scholars in
understanding the overall direction of the [HCI] field” [96].

However, the scale and diversity of the field of HCI makes it difficult to identify the field’s current research challenges.
We therefore ask:

Can we use LLMs to automatically identify the current research challenges in the field of HCI?

To solve this knowledge-intensive task, we apply two LLMs, ChatGPT (i.e., GPT-3.5) and GPT-4, in combination for
the real-world task of mining insights from a large text corpus from the field of HCI. This text corpus was published
after the two LLMs were trained. By evaluating the LLMs on never before seen data, we can evaluate their real-world
capabilities for reasoning over textual data. In particular, we seek an answer to the following question:

What are the current research challenges for researchers in the field of HCI?

To address this research question, we analyze the CHI 2023 proceedings (consisting of 879 papers) in two successive
steps. We first extract a set of candidate research challenges with ChatGPT (GPT-3.5) from each paper in the CHI 2023
proceedings. In a subsequent step, we then prompt GPT-4 to filter the list of challenges down to the five most important
research challenges per paper. With this two-step approach, we exploit that ChatGPT is more cost-efficient than GPT-4.
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Therefore, we can process more data with ChatGPT than we could with GPT-4. As a result, we identify 4,392 HCI
research challenges in 113 highly diverse topics, ranging from accessibility to visualization. Regarding the content of
these research challenges, we ask:

Do the current research challenges in the field of HCI align with the field’s prior ‘grand challenges’ and the

United Nation (UN)’s Sustainable Development Goals (SDGs)?

HCI is a diverse and dynamic field, and it can be expected that current research is being conducted in new areas that
were previously not envisioned by the field’s prior grand challenges. For instance, the emergence of large language
models will certainly impact and shape the future of HCI research. On the other hand, HCI’s grand challenges were
postulated to provide long-term guidance on research in HCI. If the current research challenges are out of sync with
HCI’s grand challenges, it may indicate that a new set of grand challenges may be needed to guide the field. Further, a
misalignment between current HCI research and the Sustainable Development Goals could signify missed opportunities
in the field of HCI and potential shortcomings in the field’s effectiveness in addressing global challenges.

Overall, we identify 4,392 research challenges around 113 highly diverse research topics. These topics represent a mix
of classic HCI research topics and novel innovations. From an intertopic distance analysis, we identify different research
themes (consisting of related research topics) in HCI. We find that research themes in the field of HCI are well-connected,
providing synergies to each other. The intertopic distance analysis further enables us to identify opportunities for
future research in HCI. As for the connection of current research in the field of HCI with HCI’s grand challenges, we
find the identified research challenges are more granular and, thus, more actionable. Some current research challenges
chart new areas that diverge from the prior grand challenges. We also identify areas that are not directly related to
sustainability, which raises concerns for the direction and future of the HCI field.

In the spirit of a practical evaluation of LLMs, we evaluate our approach end-to-end, emphasizing 1) whether
the extracted statements are research challenges (validation) and 2) how well the two LLMs performed in this task
(verification). We find that ChatGPT and GPT-4 make an excellent complement for cost-efficiently mining of insights
from a corpus of text. The LLMs’ ability for mining insights has wide-ranging and transformative implications for
research in academia. LLMs could be used to mine qualitative insights at unprecedented scale and frommultiple different
perspectives, providing us a glimpse into the future of qualitative research with LLMs.

In summary, the paper makes two contributions:

(1) Research challenges in HCI (Section 5):We seek to elucidate the current research challenges confronting
researchers in the field of Human-Computer Interaction. We map the challenges in an interactive visualization,
providing a snapshot view on the current HCI research challenges, shedding light on the current landscape of
HCI research, and providing insights on future research opportunities. We contrast these findings with HCI’s
grand challenges and the UN’s Sustainable Development Goals, providing valuable insights on the alignment of
the field of HCI with its grander vision. We share the data and visualization in the spirit of open science.1

(2) Evaluation of LLMs for the practical task of cost-efficient mining of insights (Section 6):We evaluate a
two-step approach that complements ChatGPT with GPT-4 for insight mining in a corpus of text. This approach
extends researchers’ toolbox with a method for qualitatively analyzing a text corpus from a given perspective
at scale. We critically examine the capabilities and limitations of this approach.

1See https://HCI-research-challenges.github.io and
https://osf.io/fbsq7/?view_only=b6b86e89fe444a74a33950b452a55242

https://HCI-research-challenges.github.io
https://osf.io/fbsq7/?view_only=b6b86e89fe444a74a33950b452a55242
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We believe evaluating LLMs on real-world tasks, such as the above, rather than on academic benchmarks, is important
to inform researchers in academia of ChatGPT’s and GPT-4’s real-world capabilities. Our aim is not to compare ChatGPT
against GPT-4. Rather, we evaluate GPT-4 as a complement to ChatGPT for cost-efficient mining of insights from a
text corpus. In practice, working with LLMs involves not only direct costs for running the mining process, but also
indirect costs for experimentation, iterative prompt design, testing, and prototyping. We emphasize cost-efficiency in
our approach, as cost-efficient mining of insights is useful, for instance, when piloting research ideas or analyzing data
from many different perspectives. Our aim is to achieve a high quality of results with little resources and expenses to
support an agile approach to qualitative analysis of a data corpus from a given perspective.

2 RELATEDWORK

2.1 Language Models

Large language models (LLMs) take a sequence of tokens as input and output a probability distribution over the next
token. Text is generated by sampling from this next-token distribution in response to prompts. Because LLMs were
trained on internet-scale text corpora, many users turn to LLMs for retrieving answers to their questions, thereby using
“LLMs as a new kind of search engine” [39]. This can be referred to as knowledge extraction [13] or knowledge retrieval [55].
However, the use of LLMs for factual recall is prone to hallucinations [19, 43, 117], which may hinder the performance
of knowledge extraction in real-world applications. Alternatively, LLMs can be used to reason over a given piece of text.
This is enabled by the LLMs’ ability to learn in-context [10, 20, 48, 67]. With in-context learning, LLMs can be used in
many different downstream tasks beyond knowledge extraction.

In this paper, we investigate applying LLMs’s ability for in-context learning for the task of insight mining. Our aim
is to extract answers to a specific research question from a given text corpus. Because it is possible to analyze a text
corpus from many different perspectives, we specifically focus on the cost-efficiency of the process. In the following
section, we explain how this practical task relates to other canonical tasks in the scholarly literature.

2.2 Insight Mining with LLMs

Our work is difficult to subsume under a single research area. In this section, we discuss how our real-world task relates
to other canonical tasks and how OpenAI’s LLMs have performed in some of these tasks.

Information extraction (IE) is the task of identifying structured information – such as entities, events, and their
relationships – from unstructured data [59]. Researchers have developed many systems for open information extraction
(Open-IE) over the years (e.g., [4, 21, 60]). OpenAI’s ChatGPT performs remarkably well in open-IE tasks, despite certain
shortcomings including its tendency to be overconfident [52]. The high performance of ChatGPT is not surprising
given that ChatGPT has demonstrated good performance in many zero-shot natural language tasks [81]. Compared to
our approach, the IE task differs in that the output of our approach is unstructured text.

Document summarization strives to encapsulate the crucial concepts of a document succinctly, minimizing repeated
content [37]. Automated extractive document summarization is concerned with presenting “salient concepts of a given
document in a compact way, and [minimizing] repetition of the presented ideas or concepts” [119]. This task differs
considerably from our objective of identifying research challenges in a text corpus.

Question answering (QA) [110] involves providing an answer to a specific question from a text. Closed-domain QA
requires an understanding of the question and interpreting the given text in relation to the question. In the QA domain,
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LLMs have demonstrated adeptness in generating answers through multi-step reasoning processes [18]. This ability of
LLMs for reasoning over a text corpus makes them applicable for scientific question-answering (QA).

Qualitative analysis (QA) aims to unravel underlying meaning, patterns, and themes within data in a deeper explo-
ration of specific topics [8, 9]. QA approaches are rooted in grounded theory [33]. This approach is beneficial when
diving deep into complex topics, such as understanding the challenges in a research field. However, this method often
culminates in the formulation of deep and nuanced insights, as well as narratives or conceptual frameworks, contrasting
with our more approach of unearthing more literal insights concerning a particular question.

Related to QA, Gao et al. investigated the potential of ChatGPT for conducting qualitative analysis [30] and Xiao
et al. investigated the possibility of using GPT-3 in assisting qualitative coding [113]. Both studies found GPT-based
languaged models to be useful for the task of qualitative analysis. Note that traditional QA systems aim to answer a wide
variety of questions. Our research, on the other hand, investigates the performance of LLMs on a single, deep question.
While there is some overlap with the QA task, the depth and specificity of our investigation limit the applicability of
QA as a conceptual framing for our study.

Knowledge discovery (KD) is a broader area of research that seeks to unveil novel patterns, trends, correlations,
or insights within extensive datasets. Knowledge discovery implies a deeper understanding and synthesis of data
rather than just retrieving or extracting it. Our use of a language model to explore a single, broad, and potentially
complex question aligns with this notion. However, we note that traditional knowledge discovery methodologies
diverge considerably from our approach, employing a variety of computational and statistical tools [29]. Further, the
term knowledge discovery is strongly associated with the specific methodology of knowledge discovery in databases
(KDD) [29], whereas our approach is not related to databases.

Information retrieval (IR) is generally focused on locating and retrieving specific pieces of information within large
datasets or corpora. This process is mainly reactive, responding to user queries without offering deeper insights or
interpretations. In this sense, information retrieval might seem superficial for our goal, which seeks not only to retrieve
but also to delve deeper by mining insightful responses to complex questions.

Text mining provides a more compatible framework for our work. This task involves analyzing texts to extract
information and uncover hidden patterns and trends, often utilizing sophisticated algorithms to understand and interpret
unstructured data. Text mining goes beyond mere retrieval, offering a groundwork where novel insights and knowledge
can be generated. Yet, to further distinguish our work from text mining approaches that were generally not based on
language models, we choose the framing of insight mining. This concept encapsulates our approach to employ LLMs
to extract insights from vast text corpora in response to specific complex queries.

The critical focus in the above knowledge-intensive tasks is on faithfulness and avoiding hallucinations [18, 40, 49, 61].
ChatGPT and GPT-4 have exhibited prowess in dissecting texts from various viewpoints, facilitating “What if?” analyses
[39]. In our work, we scale this approach to an entire corpus of documents, aiming at discovering answers to a specified
question within a document corpus.In the following section, we explain how language models are commonly evaluated
on such a task and the shortcomings of canonical evaluation approaches on real-world tasks.

2.3 Evaluating Large Language Models on Real-World Tasks

Large language models are increasingly being applied as a fundamental application layer in practice. Therefore, it
is prudent to evaluate LLMs on real-world data and tasks. Researchers in academia often base their evaluation on
task-specific benchmark metrics and datasets (e.g., [52]). This is the standard way of evaluating large language models in
machine learning [11]. But while benchmark datasets and human-free evaluation metrics [57, 108] provide a convenient
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means for comparing the performance of different LLMs, such evaluations may underrepresent the LLMs’ capabilities
on practical tasks and canonical metrics may not accurately represent the performance of LLMs. Further, benchmark
datasets may be misaligned with real-world use cases, making them susceptible to distribution shifts [98]. Nevertheless,
researchers in academia and industry widely re-use datasets and concentrate on few standard evaluation metrics
[11, 47, 77], with few exceptions. Bubeck et al., for instance, studied the performance of GPT-4 on selected edge
cases [11] and Yang et al. curated a collection of qualitative samples in their evaluation of GPT-4V [116]. Qualitative
evaluations are, however, unusual in the field.

For researchers in academia and industry, the wide-spread reliance on benchmarks and standard metrics risks missing
opportunities for applying language models in real-world tasks [11, 47, 77]. While exciting practical applications for
LLMs are emerging – such as in the area of robotics [109] and behavioral simulations [76, 111] – the evaluation of
LLMs on real-world tasks is still an underexplored area of research [44].The real-world task that we tackle in this paper
is identifying the research challenges of the field of HCI. Comparing these findings with HCI’s grand challenges may
yield valuable contributions to the field.

2.4 Grand Challenges in HCI

This section briefly reviews two prior contributions on “grand” challenges in the field of HCI, offering context for our
research results. Grand challenges are complex, significant problems that often require interdisciplinary approaches
and large-scale, long-term efforts to solve. These challenges are typically characterized by their global or societal scale,
technical complexity, and the need for a collaborative, multifaceted approach. Historically, grand challenges have
been used to focus attention, resources, and research on critical issues. In the following, we review two sets of grand
challenges postulated for the field of HCI.

Shneiderman et al. [91] identified 16 grand challenges for HCI practitioners, covering a wide range of topics. These
include the promotion of life-long learning, encouraging resource conservation, and advancements in persuasive
technologies. They also discuss the importance of accountability and responsibility, particularly in healthcare-related
HCI. This enumeration of challenges reflects a diverse set of priorities and goals within the field, suggesting areas for
future exploration and development.

Stephanidis et al. [97] outlined key challenges in HCI, with a focus on the interplay between humans and technology.
Their work brings attention to aspects such as health, well-being, creativity, eudaimonia, accessibility, ethics, privacy,
security, and human-environment interaction. These challenges highlight the evolving scope of HCI research and its
increasing relevance to various aspects of daily life and societal functioning.

These grand challenges in the field of HCI broadly relate to the UN’s Sustainable Development Goals (SDGs) [103].
Topics such as well-being, health, education, and inclusive societies are common themes. The focus within HCI on
sustainable technologies, ethics, accessibility, and secure information sharing mirrors the SDGs’ emphasis on holistic
and sustainable development. This connection illustrates how HCI challenges not only address specific technological
and user-centered concerns but also contribute to broader societal objectives.

In our research, we use these sets of grand challenges to provide context and a point of comparison. The following
section delves into the data collection and processing methods used in our research. This analysis is rooted in the
comprehensive body of work presented at CHI 2023, offering a lens through which we can examine current priorities
and research directions in HCI.
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3 TEXT CORPUS: THE CHI 2023 PROCEEDINGS

In this section, we provide descriptive statistics of the collection of scholarly papers that formed the basis of our
analysis. The main proceedings of CHI 2023 encompass 879 research papers, formatted in accordance with ACM’s
double-column template. These papers range from 8 to 45 pages, including references and optional appendices. To better
approximate the actual number of content pages, we count the pages up to the final instance of the word “References.”
This method yields a more accurate estimate of the number of content pages per paper, as illustrated in Figure 2. Using
this approximation, we find that full papers in the CHI 2023 proceedings had between 7 and 32 pages (𝑀 = 13.5 pages,
𝑆𝐷 = 2.6 pages).

Fig. 2. Histogram of pages per research paper in the CHI 2023 proceedings. Blue: total number of pages per paper, including references
and appendices. Orange: approximate number of content pages per paper.

At CHI 2023, the papers were presented in 148 highly diverse thematic sessions, some with overlapping topics. For
instance, the topic of mental health was discussed in three dedicated sessions with six papers each. The sheer volume
and diversity of knowledge and research presented at the CHI conference sessions highlights that it is very difficult to
get an overview of the HCI field and its current research challenges. In the following section, we describe our approach
to tackling this problem.

4 METHOD

Our approach consists of the following phases: data acquisition and preparation, data processing, topic modeling, and
topic visualization. Data processing is split into two consecutive steps: 1) extracting challenges with ChatGPT and 2)
filtering challenges with GPT-4. We provide implementation details for each phase in the following sections.

4.1 Data Acquisition and Preparation

We downloaded the CHI 2023 proceedings from the ACM Digital Library, focusing only on full research papers. Next,
we extracted the text from each paper, using the textract python library (version 1.6.5). In one paper, the text could
not be extracted. We used an OCR software on this paper to embed the text into the PDF document before extracting it
with textract. Next, we removed the references and optional appendices from each paper by discarding the text after
the last occurrence of the keyword “References.” Additionally, the following normalization was applied to each text
document, using regular expressions in Python:

• remove the text “CHI 23, April 2328, 2023, Hamburg, Germany” which appears in the header of the documents,
• remove citations (e.g., “[23]”),
• replace line breaks with spaces and condense consecutive white space characters into one,
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• set all text to lowercase.

The resulting text corpus contains 879 documents which we process in two consecutive steps.

4.2 Data Processing: Two-step Approach for Cost-Effective Mining of Insights

We employed a two-step approach for cost-effective insight mining on the text corpus:

• Step 1: Extract research challenges from papers using ChatGPT (gpt-3.5-turbo-0301).
• Step 2: Remove duplicates from the sets of ChatGPT challenges and pick the five most important research

challenges for each paper, using GPT-4 (gpt-4-0314).

The following two sections describe our prompt design methodology for these two consecutive steps. Our experi-
mentation with different prompts was conducted not in OpenAI’s web interface, but in Jupyter notebooks using the
OpenAI Python Library (v0.27.4). For all experiments, the temperature parameter was set to zero. The temperature is
an important parameter of language models that controls the randomness in outputs [17]. Lower values will make the
model more focused and deterministic. A temperature value of zero is recommended for factual use cases, such as data
extraction and truthful Q&A tasks [90]. Additionally, this temperature value was chosen to introduce consistency in the
prompt design process. Deterministic outputs – as produced by the termperature of zero – are a necessary prerequisite
for determining whether a prompt improved or not during the iterative prompt design process. The top_p parameter
was left at its default, as recommended by OpenAI.2

4.2.1 Step 1: Insight mining with ChatGPT. We iteratively experimented with different prompts for the task of extracting
research challenges from the text corpus. The prompt prototyping process was conducted in a Jupyter notebook where
we stored a history of prompts and results. We started by applying best practices for reliable prompting from the
scholarly and gray literature [58, 70, 72, 87, 92]. For each change made to the prompt, we observed the outcome on a
sample of documents. If a perceived improvement was made, we kept the change, otherwise reverted to a prior prompt.
This iterative process ultimately lead to the following prompt:

Forget all the above. You are InfoMinerGPT, a language model trained to extract challenges for researchers

in the field of HCI from academic papers. You output a list of challenges, one per line, without explanations.

If there are no challenges mentioned in the text, you output ’None’. Here is the academic paper:\n\n

The first part of this prompt aims to instruct ChatGPT to ignore its initial instructions and persona [79]. This is
needed because ChatGPT is primed to be an intelligent AI assistant with aim of providing explanations in its outputs.
By instructing ChatGPT to ignore its initial instructions and assume an expert persona, we can improve the LLM’s
performance [79, 87] and reduce the “chattiness” of the model. Similar prompt instructions were used in other research
studies (e.g. [58]).

We also experimented with other prompt formats, such as instructing the model to “never to break character” and
few-shot prompting (i.e., providing several examples in the prompt) [10]. However, we found the above prompt resulted
in output that consistently met our expectations during our experiments in terms of the extracted statements being
plausible research challenges related to the document source text.

4.2.2 Step 2: Information filtering with GPT-4. For cost-efficient insight mining, we apply the more powerful GPT-4
only in a second step for filtering the results provided by the cheaper ChatGPT. To achieve this, we iteratively designed
a prompt for GPT-4 to filter the list of challenges on a per-paper basis, as follows:
2https://platform.openai.com/docs/api-reference/completions/create#completions/create-temperature
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Below is a JSON list of challenges extracted from an academic paper. Please remove any duplicates. Then

keep only the 5 most important challenges for researchers in the field of HCI. You output a list of challenges,

one per line, without explanations. Here are the challenges:\n\n

This prompt was followed by the list of research challenges extracted by ChatGPT for each paper. The design of this
prompt required much less experimentation, as GPT-4 is a more powerful model that is better able to consistently
follows its given instructions [69, 114]. Special computational priming with a persona [73] was found not to be needed
for completing this step.

4.2.3 Summary of prompt design. In our iterative experiments, we found the above prompts performed well and
produced consistent results. However, we acknowledge that the outputs are sensitive to the prompt design. Note that
we do not regard our prompts as absolute optimum for discovering the ground truth in the data. Instead, our aim is to
filter signal from noise. The prompts allowed us to consistently extract signal from the text while step-by-step reducing
noise. We evaluate the quality of the extracted information in Section 6.

4.2.4 API querying statistics and costs. The source text was split into sentences using NLTK’s sentence tokenizer. The
API was then queried in batches of sentences. More specifically, we determined the API could process most papers
in batches of 90 sentences without exceeding the model’s maximum context length of 4,096 tokens. However, some
papers had very long sentences and the API querying stopped with an InvalidRequestError on these papers. We
implemented code to iteratively reduce the batch size by 20 sentences at a time when encountering such an error. Most
papers were processed with a batch size of 90 sentences, while a few papers had to be processed with as low as 50
sentences per batch.

The total time spent querying the API was 13 hours and 45 min for Step 1 and 3 hours and 51 min for Step 2. We
monitored the API querying, occasionally restarting the process when a RateLimit error occurred (indicating that
OpenAI’s API was overloaded at the time). The total cost (including initial experiments, prompt design, and batch
querying) was US$49.95.

4.3 Topic Modeling and Visualization

We created an interactive plot of the extracted research challenges with Vega-Altair [107]. To this end, we converted
the challenges into sentence embeddings. In natural language processing, embeddings are high-dimensional vector
representations that capture and quantify the semantic or syntactic properties of linguistic units, such as words, phrases,
or documents. We embedded each challenge using the all-mpnet-base-v2 pre-trained model of sentence transformers
[85]. Besides Sentence-BERT embeddings, we also experimented with OpenAI’s text-embedding-ada-002 embedding
model and with the CLIP model [82], models trained on an extensive amount of textual data. We found embedding
the research challenges with Sentence-BERT produced coherent and meaningful clusters. The silhouette score of the
clusters, a measure of cluster consistency, was 0.27 for the Sentence-BERT embeddings (as compared to 0.19 and 0.24
for text-embedding-ada-002 and CLIP, respectively).

For projecting the embeddings into two-dimensional space, we experimented with two algorithms for dimensionality
reduction: t-distributed Stochastic Neighbor Embedding (t-SNE) [104] and Uniform Manifold Approximation and
Projection (UMAP) [64]. Because UMAP offers advantages over t-SNE [15, 64], such as better preservation of global
structure, we applied UMAP for projecting the research challenge embeddings into two-dimensional space.
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To support the interactive exploration of clusters in the visualization, we created cluster labels with BERTopic [36].
BERTopic is a topic modeling technique that leverages transformer-based language models — BERT (bidirectional encoder
representations from transformers) [24], UMAP [64] for dimensionality reduction, HDBSCAN (hierarchical density-based
spatial clustering of applications with noise) [63] for clustering, and c-TF-IDF (class-based term frequency-inverse
document frequency) [35] — for creating topics. The topics generated by BERTopic are composed of bag of words.
During initial experiments, we manually reviewed each bag of words and assigned a label to each topic. For many of
the topics, assigning a custom descriptive topic label was straightforward and no calculation of inter-rater agreement
was required [62]. This initial manual coding helped us understand the data and the quality of the topics. Later, while
optimizing the parameters of the UMAP, HDBSCAN, and BERTopic models, we switched to automatic labelling with
ChatGPT as it provides a means to more quickly test different parameters without having to manually re-label each
topic. Testing out different hyperparameters helped us find a set of parameters that balanced cluster coherence with
cluster meaning. The final set of 113 topics was manually labeled by the first author.

There are two reasons why a BERTopic-supported approach for identifying topics was needed. First, some CHI
sessions have generic names (e.g., “Building Bridges” and “Discovery Track Monday”). The sessions, therefore, do not
serve as good thematic groupings for the extracted research challenges. Second, challenges mentioned in papers are
not necessarily related to the main topic of a paper or the session. Therefore, the session titles may not meaningfully
capture the research challenges mentioned in the papers.

5 RESEARCH CHALLENGES IN HCI

This section provides an overview of the extracted HCI research challenges (see Figure 1). For a comprehensive review,
we invite readers to explore the interactive visualization and the dataset.3 We close the section with a brief discussion
on how the challenges relate to HCI’s grand challenges reviewed in Section 2.4.

5.1 Current Research Challenges and Themes

We start with basic descriptive statistics of the research challenges extracted with our approach. ChatGPT extracted
34,638 challenges from the 879 papers. On average, there are 39.3 challenges per paper (𝑆𝐷 = 21.5;𝑀𝑖𝑛 = 3;𝑀𝑎𝑥 = 198)
with a mean of 10.7 tokens per challenge (𝑆𝐷 = 4.9 tokens). Filtering with GPT-4 resulted in a total of 4,392 challenges.
GPT-4 selected between 3 and 5 challenges per paper (𝑀 = 4.99, 𝑆𝐷 = 0.06) with on average 11.1 tokens per challenge
(𝑆𝐷 = 4.3 tokens). A non-cherry-picked sample of research challenges is showcased in Table 1 and another example is
given in Table 3.

Table 1. Random sample of research challenges.

Challenge Paper

Investigating how embodying physics-aware avatars impacts task performance in VR. [99]
Developing automated tools to detect and categorize OOD data in NLP models [94]
Understanding how designers make sense of the workings of physical interfaces built with CV markers [38]
Improving findability and actionability of privacy controls for online behavioral advertising [41]
Dealing with nuanced ethical concerns in conducting HCI research in the wild [31]

3Visualization: https://hci-research-challenges.github.io
Dataset: https://osf.io/fbsq7/?view_only=b6b86e89 fe444a74a33950b452a55242

https://hci-research-challenges.github.io
https://osf.io/fbsq7/?view_only=b6b86e89fe444a74a33950b452a55242
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The analysis with BERTopic found distinct research challenge clusters in 113 highly diverse topics. The research
challenge clusters, according to BERTopic, are listed in Appendix A in Table 4. Note that BERTopic, just like other
topic modeling and clustering approaches, provides only one snapshot view on the data. We regard the BERTopic
clusters not as an ultimate ground truth, but as a means to provide meaning and facilitate exploration in the interactive
visualization.

The research topics are highly diverse (see Table 4 in Appendix A), as expected. The most frequently occurring
research challenges center around ‘privacy and security’ (𝑛 = 174), virtual reality (𝑛 = 139), interaction (𝑛 = 107),
marginalized communities (𝑛 = 106) and improving accuracy (e.g., improving object detection; 𝑛 = 103). Overall,
the research challenges paint a picture of a mix between more traditional HCI research topics (interaction, gestures,
accessibility, colors, cognitive biases, UX design, and user interfaces) and novel areas, such as human-AI collaboration,
LLM-assisted writing, AI agents, chatbots, and virtual/augmented reality that have only recently gained more popularity.
This reflects the strong influence that these highly trending topics have had on the field of HCI (and academia in
general).

The intertopic distance map depicted in Figure 3 provides another view on the current research topics in HCI. This
map offers a graphical representation of the BERTopic topic model and allows us to understand the relationship between
current research topics in the field of HCI. With this map, we can identify at least4 21 main research themes (T1–T21)
in the field of HCI.

T1 Gestures, eye/gaze tracking
T2 Voice assistants, speech recognition
T3 Visualization, storytelling
T4 Conversational AI, chatbots
T5 Writing, nlp, language models
T6 Notifications, fitness tracking, emotions
T7 Recommendations, decision-making
T8 Human-AI collaboration, XAI and transparency, trust
T9 HCI research, learning analytics, remote work, conflicts
T10 VR/AR/mixed reality, remote work
T11 Games, interaction, engagement, rituals
T12 Misinformation, social media
T13 Data science, scalable datasets, health data
T14 Haptic/tactile feedback, sensing, stimulation
T15 Privacy and security, consent
T16 Ethics, algorithmic fairness, biases
T17 Digital literacy, family and parenting
T18 Wearables, textiles, fabrication
T19 Blind/visually impaired, older adults, DHH
T20 Marginalized communities, LGBTQ, social norms
T21 Health, well-being

Fig. 3. Intertopic distance map with 21 research themes (T1–T21). Each circle on the map represents a topic identified by BERTopic in
the CHI 2023 proceedings. The size of the topics reflects the amount of research challenges associated with that topic. Topics that are
close to each other can be considered to have similar content or themes, while topics far apart are more distinct or less related. Topics
that are similar to each other are placed closer together, while dissimilar topics are farther apart. A topic cluster forms a research
theme within HCI. We represent the research themes with selected salient keywords occurring in the topics that make up the theme.

Overall, however, we can note that among HCI’s main research themes, there are no strong outliers, and research
themes are generally well-connected. In particular, ‘privacy and security’ (T15) is inter-meshed with several themes,
4The number of the themes is influenced by BERTopic’s hyperparameters. Further, the intertopic distance map was created from topics with at least
10 research challenges. Therefore, the number of research themes identified in our work should not be interpreted as an absolute number of research
themes in HCI.
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such as ‘misinformation, social media’ (T12), ‘data science, . . . health data’ (T13). This research theme is also closely
related to themes such as ‘Human-AI collaboration, XAI, transparency and trust’ (T8). Similarly, the research themes of
‘VR/AR/mixed reality. . . ’ (T10) and ‘haptic/tactile feedback. . . ’ (T14) provide natural synergies to each other. Interestingly,
‘gestures, eye/gaze tracking’ (T1) and ‘health, well-being’ (T21) stand to have the longest distance from each other.
Similarly, ‘haptic feedback, sensing, stimulation’ (T14) and ‘ethics. . . ’ (T16) are not well connected research themes, and
‘conversational AI. . . ’ (T4) and ‘blind/visually impaired. . . ’ (T19) are themes that show not much overlap in terms of
research challenges. This is an interesting contrast and may provide an indication of future research opportunities.

We now turn to comparing the research challenges and research themes with HCI’s grand challenges.

5.2 Comparison with HCI’s Grand Challenges

An informal qualitative comparison of the grand challenges from Section 2.4 with the extracted research challenges
finds that, compared to the research challenges, the grand challenges are broader and more strategic, and include
overarching topics or domains which could be understood as key areas or fields of study. The research challenges, on the
other hand, include more granular and specific actionable topics, which could be understood as subdomains, detailed
research areas, or specific issues within the broader domains delineated by the grand challenges. In the remainder of
this section, we compare the alignment of the extracted research challenges with the grand challenges in more detail.

5.2.1 Method. We embed the grand challenges and project them into the same embedding space as the research
challenges mined from the CHI proceedings, using UMAP [64]. This allows us to visually analyze and compare the sets
of research challenges. However, semantics may affect the results in such an approach. For this reason, we slightly
modified two of the grand challenges by Stephanidis et al. [97] to disentangle conflated challenges. For instance, we
split ‘Creativity and Learning’ into two separate challenges (‘Creativity’ and ‘Learning’). For the UN’s SDGs, we noticed
they were all plotting closely in the same area of the plot. One reason for this, of course, is that all SDGs are about
sustainability. However, the use of the word ‘sustainable’ may affect the location of the SDGs in our plot. Since all SDG
statements have sustainability at their core, we decided to slightly modify some of the SDG statements for the purpose
of allowing a more meaningful comparison in our visualization. In particular, we removed mentions of ‘sustainability’
from the SDGs. The modified versions are included in Figure 4.

5.2.2 Results and discussion. Figure 4 depicts the current research challenges of the HCI field in relation to the field’s
grand challenges and the UN’s SDGs. We find the grand challenges are well-covered by the current research in the field
of HCI. This is indicated by the grand challenges having at least one cluster of research challenges in their immediate
vicinity. For instance, Stephanidis et al.’s grand challenge of ‘privacy and security’ is covered by the field’s main research
theme which also represents the largest cluster of research challenges. We can, however, also identify current research
that is being conducted in areas outside of the purview of HCI’s grand challenges.

As for the alignment of the HCI field with sustainable goals, a nuanced landscape emerges. The UN’ SDGs, even in
their modified form, cluster relatively tightly, reflecting a coherent emphasis on sustainability. When juxtaposing the
SGDs against the spectrum of current HCI research, we can see that the research topics of ‘waste management’ and
‘food’ exhibit a direct correlation with sustainability themes. This direct alignment underscores the potential of HCI
research to contribute tangibly to sustainable development. However, there are many areas of current HCI research
that are only indirectly related to advancing sustainable development, and there are research topics that seemingly
have no strong connection with sustainability.
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The burgeoning field of HCI holds immense potential to drive innovative solutions for global challenges. An indirect
alignment with the UN’s SDGs may represent missed opportunities for HCI research to contribute more profoundly
to critical global needs. This misalignment could lead to a research trajectory that, while academically robust and
highly diverse, may not fully leverage the transformative capacity of HCI in addressing key sustainability issues.
Further, the lack of strong connections with sustainable development goals may limit the interdisciplinary collaboration
essential for holistic problem-solving. The SDGs, by nature, require multidisciplinary approaches. HCI, with its inherent
multidisciplinary character, is well-positioned to bridge diverse fields. However, this potential is underutilized if the
research agenda does not explicitly align with or contribute to these broader goals. The urgency of issues like climate
change, poverty reduction, and health equity demands a concerted effort from all disciplines, including HCI. The lack
of alignment may reflect a disconnection between HCI research and broader societal needs. This disconnect risks
marginalizing the field, reducing its relevance and impact. As HCI researchers, our goal should not be to force all
research into the mold of sustainability. However, it is crucial to be aware of these global imperatives and consider how
our work can contribute, directly or indirectly, to these larger goals. This awareness can drive innovation, open up new
research avenues, and enhance the societal impact of our work.

6 EVALUATION

We structure the evaluation around two key questions related to the validation and verification of the extracted
challenges. We start by discussing how quantitative evaluation with canonical metrics is insufficient in our case (Section
6.1), and then proceed with qualitative evaluation (sections 6.2 and 6.3).

6.1 Quantitative Evaluation

While our focus in this paper is on the qualitative evaluation due to there being no precedent to our specific task in the
literature, we also evaluated the performance using several quantitative metrics commonly used in the field of machine
learning.

Exact Match (EM) [12] is a metric that quantifies the percentage of instances where two sets of data are identical in
all aspects, often used to evaluate the accuracy of retrieved or computed results. In our case, a high EM score would
indicate that the LLMs simply retrieved statements from the source text. A low EM score would indicate that the LLMs
produced statements that are different from the source text. Going one step further, Edit Distance (ED) is a measure of
the similarity between two strings, quantified as the minimum number of insertions, deletions, or substitutions required
to transform one string into the other. Word Error Rate (WER) is a metric to assess the number of word-level errors
made in a generated sequence, normalized by the length of the reference sequence. These metrics — by comparing the
extracted statements to statements in the source text — may give an indication to what extent the LLMs paraphrased in
their outputs.

We also used BLEU [75], which measures n-gram precision between generated and reference texts, as well as
ROUGE-1 and ROUGE-L [54], which focus on the overlap of unigrams and longest common subsequences, respectively.
Additionally, we evaluated our results with METEOR [3] which takes into account synonymy, stemming, and word order,
BLANC [108] for assessing the quality of text summaries, and BERTScore [118] for comparing the cosine similarity of
texts. These metrics are canonical metrics from the field of natural language processing. We primarily include them as
reference for future work.

Note that there is no gold standard (reference set) in our case, but the metrics require a reference set. To address this
issue, we calculated the metrics using the best-matching pairs between the research challenges and statements in the
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source text as an approximation. For instance, for Step 1, we calculated the best-matching pairs between each ChatGPT
challenge and the best-matching sentence in the source document, based on embedding cosine similarity. A similar
approach was taken in Step 2, comparing the GPT-4 statements with the best-matching statement from the ChatGPT
output. The results are presented in Table 2.

Table 2. Insight mining performance, as evaluated by canonical metrics from the field of NLP.

EM ED WER BLEU ROUGE-1

Step 1† 0.0878 56.8213 0.9703 48.53 0.6822
Step 2‡ 0.4571 2.0260 0.0591 35.70 0.9713

BLANC BERTScore METEOR BLEURT-20 ROUGE-L

Step 1† 0.4345 0.9361 0.6058 0.6755 0.6554
Step 2‡ 0.6840 0.9629 0.9812 0.9459 0.9712
†Best-matching statements between ChatGPT statements and source sentences.
‡Best-matching statements between GPT-4 and ChatGPT statements.

As mentioned in Section 2.3, evaluation of language models is a difficult task, and most standard metrics in Table 2
do not capture what we expect from the model in our practical task. While these metrics are very common in the field
of machine learning, they do not fully capture our given task. For instance, BLEU, WER, and METEOR are machine
translation metrics and BLANC calculates scores for text summaries. For this reason, we turn to qualitatively analyzing
the results.

6.2 Task-specific Human Evaluation

Perhaps the most important question to ask is whether ChatGPT followed its instructions: Did we extract research
challenges? After all, the model could have just picked random sentences from the source documents. Similarly, did
GPT-4 pick the most important challenges from the ChatGPT-provided list? Because we evaluate the LLMs on a
real-world task, there is no convenient ground truth for answering these two questions. Our evaluation approach applies
‘narrow grounding’ (i.e., comparing the LLMs’ output with instances in the supplied prompt) to evaluate whether the
output of the models is accurate. We further draw on our own knowledge to assess the outputs (called ‘broad grounding’).
To apply this approach, we turn to qualitatively analyzing the performance on a random sample of documents.

6.2.1 Qualitative analysis methodology. In the spirit of an end-to-end evaluation of the two LLMs on a real-world task,
we evaluated the performance by analyzing the final outputs. To this end, one Postdoctoral Researcher with about six
years of experience in HCI research read a random sample of 45 papers (≈5% of the corpus) with the task of noting
down the five most important research challenges from each paper, blind to the LLM-generated list. Two authors of
this paper then qualitatively compared the human-created list with the GPT-4 list for each sampled paper, counting
them as equivalent if there were three or more statements in the GPT-4 list that matched lexically or semantically with
statements from the human-created list. Partial matches were counted, if the overall meaning was captured. For each
sampled paper, we also asked: Does the GPT-4 list consist of potential research challenges for HCI researchers? This is
a challenging question, as we do not have deep subject matter expertise in every area of HCI. We therefore phrased the
question conservatively, focusing on the potential of the list consisting of research challenges. Inter-rater agreement
between the authors was calculated using Cohen’s kappa [16].
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Table 3. Excerpt of information extracted from one CHI 2023 paper [46]. Research challenges selected by GPT-4 (left) from the
research challenges extracted by ChatGPT, compared to the source text (right). The sentences from the source text in this table were
selected based on embedding cosine similarity to the ChatGPT sentence embeddings.

GPT-4 challenge Most similar sentence from source text

reimagining relationships with technology
through self-discovery

rather than use self-tracking devices to know or change ourselves, our process deploys other-
tracking tracking devices (those designed for technology firms to collect our data) to reimagine
our relationships with technology

appropriation and ownership of personal data through a reworking of personal data, the speculation emphasizes the work of adopting something
for ones own use without the explicit permission of the entities that control that data

power dynamics embedded in corporately con-
trolled data

first, it orients analysis toward a consideration of the power dynamics embedded in corporately
controlled data

emotional labor and affective positioning in au-
tospeculation

for kinnee, each encounter with the data requires a form of emotional labor that brings about
strong physical and affective responses

polyvocality and the need to elevate diverse
voices in autospeculation

in this orientation, our analysis prompts a few important questions for hci: whose voices should
autospeculation elevate?

6.2.2 Preliminary observations and adjustment of methodology. The human annotator performed the same task as the
two LLMs, first noting down a list of challenges (equivalent to the task completed by ChatGPT) and later trying to
narrow it down to the five most important challenges (equivalent to the GPT-4 task). We included papers outside the
PostDoc’s specific expertise in HCI to ensure an unbiased and broad representation of the HCI field and test the LLMs
across diverse subdomains. This approach reflects real-world scenarios in the field of HCI where researchers frequently
encounter literature beyond their immediate specialization, providing a realistic and comprehensive evaluation of the
LLMs’ capabilities. We note that extracting research challenges from text and filtering this list to a concise set of five
statements is a complex task. The human annotator faced several difficulties, particularly in domains outside their
direct expertise, such as embodied interaction. In these areas, the annotator tended to extract verbatim statements
rather than re-formulating them as research challenges. Additionally, the task’s high cognitive load became evident
when narrowing down the lists to five statements per paper.

6.2.3 Alignment with human judgment. Both raters agreed almost perfectly that the extracted statements are potential
research challenges for researchers in the field of HCI (𝜅 = 0.97). While validating each extracted challenge in more
detail would require subject matter expertise in many different sub-fields within HCI, the extracted statements certainly
look like plausible challenges.

We also note very high inter-rater agreement (𝜅 = 0.86) between the raters on the question of how well the challenges
align with human-identified challenges. There were many clear matches, both lexically and semantically, between the
human-identified and GPT-extracted lists of challenges. In about two thirds of the sampled papers (65.9% and 63.6%),
the two raters thought the human-identified list of research challenges matched perfectly with the GPT-4-extracted
list. This may seem like a low agreement, but there are three reasons why the GPT-4 challenges are not better aligned
with the human-annotated challenges. First, the PostDoc approached the task like a human reader (focusing on the
abstract, introduction, and discussion), while the language model executed the given the task in chunks over the whole
text indiscriminately. Second, the human annotator was subject to fatigue, and later tried to complete the task by
scanning headlines and copy-pasting verbatim statements rather than analyzing and rephrasing the extracted statements
into research challenges. The human may have missed important challenges with this approach. Last, we note the
human often placed different emphasis on what was extracted from the paper. The human-created list often revolved
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around the paper’s narrow main topic, while GPT-4 sometimes extracted broader challenges. For instance, in [44],
the human-extracted challenges revolved around “designing and deploying LLM-driven chatbots for public health
intervention,” while GPT-4 also included broader challenges outside the public health domain, such as “controlling the
output of LLM-based chatbots to avoid unintended or biased responses” and “ensuring privacy and security of user data
in AI-powered interventions.” In other cases, the human annotator completely missed important challenges that GPT-4
picked up. For instance, for [115], the AI included the challenge “mitigating risks of de-skilling clinicians in the use of
AI” which the human list does not mention.

In conclusion, the fact that about 33% of the sets of challenges did not align with human judgment does not necessarily
mean that these lists are not valid HCI research challenges reflecting challenges stated in the papers. The lists were not
aligned in a minority of cases because 1) the human and AI placed different emphasis (with AI often picking broader
and the human more granular topic-specific research challenges) and 2) the quality of the human-created list was
sub-par to the GPT-4 list of research challenges, both in lexical and semantic terms. In the following, we highlight
specific observations about the LLMs’ performance.

6.2.4 Other outstanding observations on LLM performance. In this section, we note three peculiarities about the LLMs’
performance in completing the given task, derived from our review of the 45 sampled papers.

First, we note that acronyms were present in the research challenges extracted by both ChatGPT and GPT-4. This
is, without doubt, due to the widespread use of acronyms in the papers. While the meaning is often readily apparent
for HCI researchers (e.g., AI, VR, XR, UX, XAI, ICT, GUI, LLM, MOOC, NLP), the acronyms were not self-explanatory
in several cases, including ES (Environmental Sustainability), SHCI (Sustainable HCI), RAI (Responsible AI), DHH
(d/Deaf and Hard-of—Hearing), AAC (Augmentative and Alternative Communication), and OCCs (Online Critique
Communities). Within the specific HCI sub-communities, these acronyms may be very clear, but their meaning may
not be readily apparent to every researcher in HCI.

Second, we note that a few of the challenges miss relevant context for allowing correct interpretation. These
challenges appeared, on first sight, to be potential hallucinations. For instance, we flagged the GPT-4 statement
“Addressing scalability issues for large-scale text data” as a potential hallucination. However, this statement refers to the
scalability issue mentioned in the limitations section of [94]. The statement, therefore, is an open research challenge,
even though it is difficult to interpret without context from the paper.

Third, besides sometimes having a different emphasis than the human-extracted challenges (as mentioned in the
previous section), we noticed that in a few papers, the selection of research challenges seemed to alternate between
topic-specific and broad challenges. In [80], for instance, the research challenges selected by GPT-4 include “Supporting
journalists in exploring multiple angles for a given press release” and “Ensuring responsible journalism with LLM-
generated angles,” but also broader challenges, such as “Addressing limitations of publicly available LLMs, such as
outdated world knowledge and bias in training data”, and “Mitigating bias in LLM-generated implications.” The latter is
another example of a statement that we flagged as potential hallucination. The authors do, however, go into details
about bias mitigation during prompt design when generating “implications” from text (even though the exact lexical
phrase is not being used). In conclusion, we found no evidence of hallucinations in the 45 sampled sets of research
challenges.
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6.3 Evaluation of Performance

The previous section demonstrated that the extracted statements are valid research challenges aligned with human
judgment. In this section, we look at the quality of the extracted challenges in more detail. In particular, we investigate
the presence of noise in Step 1 (Section 6.3.1) and the semantic similarity of the results with the source text (Section
6.3.2).

6.3.1 Noise in ChatGPT results. We manually reviewed the ChatGPT-extracted challenges and noticed statements such
as:

• “Challenges for researchers in the field of HCI from this paper:”
• “Challenges not mentioned in the text.”

Clearly, these statements are not research challenges. The statements are remnants of ChatGPT being programmed
to act as an intelligent assistant that provides explanations in all its outputs. However, the statements could easily be
filtered with basic string matching and regular expressions. We found only 317 (out of 34,638; ≈0.9%) of these statements
in Step 1. GPT-4 seemed to be largely unaffected by these statements and ignored them when completing the given task
of selecting research challenges from the ChatGPT-provided list.

We further noticed that authors in CHI often typeset their papers using ligatures (e.g., “ff”). These multibyte characters
cause accessibility-related issues in the source text (e.g., white space within words) extracted from the pdfs. However,
both ChatGPT and GPT-4 were unaffected by this typographic issue.

6.3.2 Semantic similarity. A good information extractor should produce information that is semantically close to the
source text. Therefore, we compared the embedding cosine distances between the statements extracted in each of the
two steps. For Step 1, we expected the plot of embedding cosine distances (defined as the inverse of embedding cosine
similarity) to follow a long-tailed distribution. There should be many research challenges with high semantic similarity
to sentences in the source text, and only few challenges that are semantically different. To produce embeddings for
Step 1, we first used the NLTK sentence tokenizer to split the source text into sentences. We then embedded the
sentences (using the all-mpnet-base-v2 pre-trained sentence transformer model) and, for each ChatGPT statement,
identified the best matching sentence pair, using embedding cosine similarity as measure. For Step 2, we followed the
same approach and identified the best-matching pairs between GPT-4 and the ChatGPT.

Fig. 5. Cosine distances 𝑑 between the embedded statements extracted by ChatGPT in Step 1 and the best-matching sentence
embeddings from the source text. The distribution is long-tailed, with many statements being very similar to statements in the source
text, and few not having a direct match. Note that not having a direct match does not mean the statement is not a valid research
challenge, since ChatGPT may have paraphrased or summarized the source text.
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The embedding cosine distance 𝑑 of the best-matching pairs is plotted in Figure 5. For Step 1, a cosine distance 𝑑 = 0
means the ChatGPT-extracted challenges are identical to sentences in the source text. A low cosine distance means
sentences have high semantic similarity. We find the ChatGPT-extracted challenges overall have a high cosine similarity.
The mean cosine distance is 𝑑 = 0.075 (𝑆𝐷 = 0.0662, 𝑄1 = 0.0252, 𝑄2 = 0.0628, 𝑄3 = 0.1093) in Step 1.

In Step 2, we expect the model to pick challenges from the list without paraphrasing, given its instruction of selecting
the five most important challenges from the ChatGPT-provided list. We find the vast majority of statements were
reproduced verbatim, as expected. In Step 2, GPT-4 deviated from the Step 1 wording in only 60 cases (1.38%), and
4,333 statements can be found verbatim in Step 1. This confirms that GPT-4 did select challenges from the list without
much paraphrasing or hallucinations.

7 DISCUSSION

In this section, we delve into the implications, potential applications, and broader impact of leveraging large language
models for insight mining at scale, particularly in the context of HCI research. Our discussion explores the paradigm
shift brought about by foundation models in the research landscape, highlighting the transformative capabilities of
these models in facilitating large-scale data analysis and insight extraction. We critically examine the current state of
academia’s response to generative AI, its underutilization in research methodologies, and the overarching implications
for the HCI field.

7.1 Applying LLMs for Insight Mining at Scale

We are entering an era where foundation-scale models are becoming increasingly influential. Foundation models
[7] are general-purpose, pre-trained models designed to perform a range of downstream tasks through prompting,
although their effectiveness can vary depending on the task. For certain research questions that were challenging
with traditional methods, in-context learning and careful prompt design offer new avenues for exploration. LLMs
represent a significant addition to researchers’ toolkit, potentially indicating an evolving shift in some areas of knowl-
edge work. We see this paradigm shift already outside of academia, where an increasing number of applications are
being developed based on LLMs under the nascent paradigm of LMOps or LLMOps [100]. For instance, Auto-GPT
[86] and BabyAGI [65] are experimental prototypes that use GPT-4 for fully autonomous problem-solving. The interest
in these projects is evident from their GitHub repositories’ stars, speaking to the enormous popularity of the burgeoning
paradigm of LLMOps and LLM-based agents. Academia, on the other hand, still largely struggles to keep up with recent
developments in the field of generative AI due to its slow pace reflecting the thoroughness and rigor typical of academic
research. For instance, due to long research and publishing cycles, research published at CHI 2023 still relied on GPT-3,
a 2020 model that must now be considered outdated.

Moreover, the narrative in the scholarly literature around the latest generation of generative AI often revolves around
its limitations (e.g., [22]) and potential harm (e.g., [84]). Many authors in academia make normative statements on what
ChatGPT should not be used for, even though what the LLM can do in real-world settings is still underexplored [44].
This value-laden reporting in the literature influences what is being studied in academia [25], and there is a deep
seated mistrust against OpenAI’s opaque LLMs among some researchers. The scholarly literature vastly ignores and
underestimates ChatGPT’s potential for in-context reasoning (e.g., [5]). While it is true that LLMs will tend to hallucinate
when used for the task of knowledge extraction [28], their true ability comes to shine when given a text as context
and a specific task on this context. The application for the tasks of insight mining and knowledge discovery remains
under-explored.
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Our aim in investigating this task is not to mine an absolute ground truth from a text corpus. We rather see it as an
approach to separate signal from noise in the data, and to discover useful information that is “good enough” for its
purpose (thus, turning it into knowledge). Like in the field of machine learning, where there are many hyperparameters
that can influence the quality of results, there are many ways to design prompts for the task of insight mining. Finding
the right prompt requires iterative experimentation and expertise in prompt engineering [71]. This is a departure from
the status quo and a paradigm shift for research in HCI and many other fields, where experiments typically yield only
one set of results, rather than polivocal results. On the other hand, polivocality holds value [26, 32, 106]. Each output
from a language model represents a different, but equally likely outcome, and subtle changes in input prompts can
provide perspectives on textual data that are difficult to produce with traditional (manual) means. The goal in our
real-world task is to facilitate experimentation from many different perspectives in a cost-efficient and time-effective
way. In the next section, we discuss how the LLMs fared in this regard.

7.2 Cost-efficient Data Exploration with LLMs

Research is about experimentation, and many different perspectives on the corpus of scholarly papers could be explored.
For instance, we could have asked: What are the current research topics in the HCI sub-field of accessibility? What are
the methods used by HCI researchers? Answers to these questions are scattered within papers in the field of HCI, and
not necessarily limited to papers published in one sub-community. Therefore, answering these questions would require
prompting the LLMs with the entire corpus of documents repeatedly. Consequently, an agile and cost-efficient approach
is needed. Cost-efficient insight mining is useful in solving the task of analyzing a text corpus from different perspectives.
For instance, journalists may want to analyze a press release from different angles [80]. Our study demonstrates that
such an investigation can be scaled from a single document to entire corpora of text.

The CHI conference proceedings proved to be a fitting study subject in this regard. The volume of information
published at the CHI conference is immense. In total, the CHI 2023 proceedings encompass approximately 11,894
pages of substantive content. To help visualize this, consider that if the papers published in the 2023 CHI conference
proceedings were to be printed out and laid end-to-end, the length would extend to about 3.32 km (2.06 miles). For
a single researcher, comprehensively reviewing this volume of literature to extract HCI research challenges would
be a daunting task, potentially requiring weeks or months of dedicated effort. In contrast, our application of LLMs
to this challenge demonstrates significant time efficiency. The entire process of extracting research challenges from
the CHI 2023 proceedings was completed in approximately 17.5 hours of API calls. This rapid processing capability of
LLMs highlights their potential as powerful tools for literature review and information synthesis in academic research.
The nature of this approach (i.e., querying APIs) allowed our research team to focus on other tasks and engagements,
underscoring the practical benefits of integrating AI-driven methods into scholarly work. LLMs have potential to
revolutionize how researchers interact with and analyze large volumes of academic literature. Our findings suggest that
LLMs can play a vital role in assisting researchers to quickly identify key themes and challenges in their fields, thereby
enhancing the productivity and depth of academic inquiries.

The cost-efficiency of our approach could potentially be further enhanced by utilizing free open-source alternatives
to OpenAI’s proprietary API. The many available options include Stable Beluga [1], Falcon [2], T5 [83], Pythia [6],
StableLM [95], or LLaMA [101] and LLaMA 2 [102], along with their fine-tuned variants. Nevertheless, OpenAI’s LLMs
stand out in terms of performance [53, 69, 114], while still being relatively cost-efficient. Additionally, ChatGPT and
GPT-4 are accessible via an API that is straightforward to use, requiring neither advanced machine learning skills nor
significant local computing resources.
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While the analysis could be conducted entirely using the more expensive GPT-4, we emphasize that cost-efficiency
is crucial for flexibly analyzing large text corpora. At the time of our study, the pricing for GPT-3.5 completions was
US$0.002 per 1,000 tokens. In contrast, GPT-4 completions (i.e., outputs) and prompts (i.e., inputs) were priced higher, at
$0.03 and $0.06 per 1,000 tokens, respectively. In our experiments, the major cost contributor was the input prompt
(including the source text). Utilizing GPT-4 for all requests would have increased the estimated cost significantly by an
order of magnitude, to approximately US$512 (as compared to approximately US$50 for our study). This comparison
underscores the cost-efficiency of our chosen approach.

7.3 LLMs – A Hammer for Every Nail?

While LLMs are capable in many real-world tasks, they are certainly not a catch-all solution for all kind of problems.
However, we argue that much of the skepticism around LLMs arises from their misuse in various ways.

The primary skepticism, perhaps, is that LLMs are “just” predicting next tokens, and we cannot trust them, given
the noise and bias in their web-scraped training data [89, 105, 120]. Further, LLMs show sycophant tendency, that is,
they aim to produce a user’s preferred answer (which not necessarily is the best answer) [78, 88]. By virtue of being
models that predicts the next token, LLMs commit to whatever first draft they sampled. This first draft may not be the
optimal choice, and may lead to “hallucination snowballing” [117] where an LLM outputs false claims even though it
could recognize that these claims are incorrect. Technical approaches, such as backtracking and backspacing [19] and
pause tokens [34], were developed to mitigate and improve on this issue. For a first investigation on how well LLMs
fare on mining insights from a text corpus, the application of such advanced methods are however not in the scope of
our investigation and can left to future work.

We believe that at least hallucinations [43, 117] and sycophancy [78, 88] are not an issue in current state-of-the-art
LLMs, if they are used correctly. Correct usage, in our knowledge-intensive task of mining insights from text, consists
of giving the model a context to work with (as opposed to giving the LLM just a question in the task of knowledge
extraction). Given this context, we found OpenAI’s LLMs to be perfectly capable of answering questions on this context,
without hallucinations. Further, “prompt engineering” can be used to simply instruct the LLM to state if an answer is
not known (instead of hallucinating an answer).

However, a limiting factor of autoregressive language models is that they cannot come up with novel ideas or
solutions. They are well capable of finding answers to a given question by drawing on their pretrained knowledge. But
the result is limited by the extent of the training data. As for the application of LLMs in the context of deep qualitative
analysis, a qualitative researcher may argue that depth requires time and investment in the process – “sleeping on the
data” is in fact a common practice – that LLMs do not afford. Further, qualitative research is a process that enables the
researcher to learn from the experience of conducting the research — an aspect that is lost by just handing over tasks to
the LLM. This perspective suggests that the rapid processing capabilities of LLMs may not align with the traditional
depth and temporal investment inherent in qualitative research. On the other hand, the researcher’s personal learning
journey is intrinsic, and tacit knowledge is difficult to share [66]. LLMs, despite their internal opacity, facilitate the
quick dissemination of research findings without necessitating an individual researcher’s interpretative translation.
Additionally, the potential for LLMs to yield less biased outcomes is an avenue worth exploring, though this requires
further empirical investigation.
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7.4 Implications for HCI

In the field of HCI, there exists a noticeable gap in large-scale investigations, a deficit rooted primarily in the constraints
inherent in traditional qualitative research methods. Most investigations remain relatively small-scale, often involving
only a handful of participants. This trend is not surprising, given the substantial costs and efforts associated with running
studies that involve human subjects. Face-to-face research is not only expensive but also labor-intensive. Moreover, the
qualitative approach central to these investigations, often grounded in the principles of grounded theory [33], finds its
limits not in the availability of data, but rather in the capacities of the human investigator. While grounded theory
has been instrumental in facilitating in-depth studies, and there is undeniable merit to small-N investigations [93], the
findings from small-scale studies often pose challenges when it comes to generalizing results to larger populations.
Grounded theory, particular, has been criticized for being a poor fit for many contemporary studies in the field of HCI
including increasing amounts of data [23]. Consequently, it is somewhat surprising that a greater number of researchers
have not ventured to scale their research in the HCI field, a paradigm shift that could potentially broaden the scope and
impact of their findings.

The advent of large language models introduces a new paradigm to HCI research that promises to revolutionize the
scale and depth of qualitative analyses. LLMs are a game-changer in this domain, ushering in opportunities to greatly
expand the scope of research initiatives by eliminating the bottleneck of tedious qualitative research. A case in point is
the study conducted by Petridis et al. [80], which underscores the potential of utilizing LLMs to analyze a single text
document from a multitude of different perspectives and at the scale of a large conference proceedings corpus, thereby
substantiating the validity of this novel approach. It would be tedious to conduct a qualitative analysis from many
different perspectives, as 1) the researcher conducting the analysis will always introduce bias, and 2) analyzing the
material from each perspective would be expensive in terms of time required to complete the analysis. Leveraging the
power of LLMs not only facilitates the examination of textual data from many different perspectives, but also extends
the potential to conduct qualitative analyses beyond single text documents.

In our work, we adopted LLMs for this purpose, capitalizing on in-context learning [10, 51] to foster cost-efficient
mining of insights. This strategy, which we favor over statistical topic modeling techniques, enables us to scrutinize the
textual data in alignment with specified objectives — in our case, the extraction of research challenges. Notably, the
LLM allowed us to amplify the scale of data analysis to encompass the entire CHI 2023 proceedings, thereby alleviating
the issues of human fatigue and the tedium associated with repetitive qualitative coding iterations, as demonstrated by
the human annotator in our study. This approach has demonstrated the potential to substantially surpass previous
qualitative methodologies in terms of both scale and depth, setting a new precedent in the HCI research domain.

Moving forward, we call on the community to explore new ways to incorporate large language models into their
approaches. It is imperative that the HCI community recognizes and embraces the transformative potential of LLMs.
Our findings strongly advocate for an incorporation of large language models into research methodologies. Further,
we advocate for a systematic approach to prompt design, paving the way for an era where (automated) knowledge
accumulation is not only streamlined but also considerably more expansive. This opens up avenues for studies that can
foster a deeper understanding of user experiences and behaviors on a scale that was previously unimaginable. Moreover,
this shift would not only catalyze a change in the scale of investigations but also potentially enhance the richness
and nuance of insights derived. The ability to analyze substantial volumes of data through the lens of sophisticated
algorithms can unearth patterns and trends that might otherwise remain elusive in smaller scale (small-N) investigations.
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It could potentially lead to the development of more robust theories and frameworks, grounded in a more comprehensive
analysis of data.

Additionally, the HCI community needs to engage in critical discussions surrounding the ethical implications of
deploying LLMs in research. Considering the vast capabilities of these models, it is paramount to approach their use
with a nuanced understanding of the potential biases inherent in AI systems and the necessity for vigilant oversight
to prevent misuse or misinterpretation of data. Further, as we venture into this new frontier, it becomes increasingly
crucial to foster collaborations that bridge the gap between AI specialists and HCI researchers. This collaborative
approach could facilitate the development of more sophisticated tools that are tailored to meet the specific needs and
nuances of HCI research, promoting an interdisciplinary approach to knowledge creation and dissemination.

7.5 Limitations and Future Work

In this paper, we investigated the knowledge-intensive task of extracting research challenges from scholarly articles.
We cannot make claims about the generalizability of our results to other possible tasks and other text corpora. However,
we strongly believe that LLMs are useful for a wide range of insight mining tasks, for instance to facilitate qualitative
analysis from different perspectives. However, our approach is not without limitations.

The main limitation of our approach is that it requires up-front knowledge about what questions can be answered
from each document in the text corpus. In our case, we extracted research challenges, and it was clear that most, if not
all, of the CHI papers would mention research challenges. If we had tried to discover factual statements that were not
present in the papers, the LLMs would have had no choice but to hallucinate [40]. However, this case could be covered
with prompt engineering, and future work could explore prompt design to improve on this.

In our experiments, we found the results are sensitive to the prompt. This highlights the importance of prompt design
(or “prompt engineering”) as a burgeoning area of research. Once a good prompt was found, however, results were
fairly stable and reliable, with only few deviations (cf. Section 6.3.1). Besides prompt design, we believe consistency
in querying the LLM API is key to getting reliable results. For some papers in the text corpus, we queried the API in
smaller batches to avoid hitting ChatGPT’s context window limit. Future work could investigate whether and how this
batch size affects the consistency and reliability of outputs.

One last concern is that OpenAI’s latest generation of LLMs are opaque models. It is known that language models
may latently encode opinions [42] and cultural values [45] in their outputs. Further, LLMs may reproduce stereotypes
and biases [7, 10]. While we cannot rule out the presence of such bias in our data, our qualitative evaluation of a sample
of the data did not find traces of bias. We invite the research community to scrutinize the research challenges, which
are openly available for exploration and download.

8 CONCLUSION

In this paper, we presented an approach to leveraging LLMs on the real-world task of identifying the current key
research challenges of the field of HCI using the 2023 CHI proceedings. There is a lot of potential for this approach
to allow researchers to better understand a given research community and to study how a research community’s
focus shifts over time. In particular, the approach proposed a two-step process which was shown to be efficient and
cost-effective.

LLMs open exciting opportunities for leveraging new data sources and extracting insights from text at scale. Note,
however, that our approach does not aim to replace qualitative analysis — we did analyze the research challenges using
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BERTopic, a method for qualitative and iterative exploration of topics identified from textual data. Rather, our approach
aims to unlock the potential of data sources that previously were infeasible to analyze manually.

The landscape of LLMs is changing rapidly and since completing our study, fine-tuned variants of open source
models are now also available via APIs at Cloud providers, such as Amazon Bedrock, Microsoft Azure, and Huggingface.
Given the trend towards closed-source generative models, API-based research may become the norm [114]. Such APIs
may provide a flexible approach for analyzing data at scale, and LLM-based scientific discovery may become common
ground. In this paper, we pursued this approach and applied LLMs for the practical task of analyzing a corpus of
scholarly documents from a given perspective. More specifically, we discovered research challenges in the CHI 2023
proceedings. We iteratively designed prompts and critically evaluated the identified research challenges, finding that
the complement of ChatGPT and GPT-4 makes an excellent means for qualitatively analyzing a text corpus from a
given perspective. Because this process of insight mining from a text corpus could be repeated from many different
perspectives, we specifically focused on the cost-efficiency of the approach.

There is a need for evaluating LLMs on practical tasks, such as ours, to educate researchers and industry practitioners
on the true capabilities of LLMs. Underestimation of the true performance and capabilities of large language models
hinders their adoption in research. We recommend researchers to apply our approach for deriving insights from textual
data at scale.
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Table 4. Manually-labeled research topic clusters with the number of respective research challenges.

Topic # Topic # Topic #

1. Privacy and security 174 39. AI agents 28 77. Sound and videos 16
2. Virtual reality 139 40. Deceptive design 28 78. Body monitoring 16
3. Interaction 107 41. Self-driving cars 28 79. Phone usage and stress 15
4. Marginalized communities 106 42. UX design collaboration 28 80. Transparency in algorithms 15
5. Target detection accuracy 103 43. Chatbots and mental health 26 81. User preferences and motivations 15
6. Haptic feedback 95 44. Learning and group awareness 26 82. Recommendation and decision-making 15
7. Accessibility for disabilities 77 45. Cognitive processes 26 83. Conversations 14
8. Blind and visually impaired 70 46. Scalable datasets and labeling 26 84. DHH accessibility 14
9. Smart homes/IoT 67 47. Fitness tracking 25 85. Wearables and bodily practices 14
10. AR and drones 61 48. Mental wellbeing 25 86. Learning analytics 13
11. Gestures 57 49. Reading 24 87. Crowdsourcing 13
12. Emotion recognition 51 50. Food and food delivery 24 88. Telemedicine 13
13. Trust and moderation in social media 47 51. Fairness in AI 24 89. Annotations 13
14. Human-AI collaboration 46 52. Natural language interfaces and editing 24 90. Cognitive biases 13
15. HCI research 45 53. Voice assistants 23 91. Misleading visualizations 13
16. Environment and eco feedback 45 54. Older adults and care 23 92. Rituals and religion 13
17. Children with ADHD 44 55. Sensing and stimulation 22 93. Colors xx
18. LGBTQ and sexual consent 40 56. Software development and coding 22 94. Prototyping and wearables 12
19. Trust in AI 40 57. Communities and sports 22 95. Waste management 12
20. Clinical AI 37 58. Text entry and keyboards 21 96. Frame rates and players 12
21. Hybrid and gig work 37 59. Captioning and accessibility for DHH 21 97. Browsing and clutter 11
22. Social media 36 60. Mixed reality and music 21 98. Translations and dialogues 11
23. Remote meetings and gameplay 35 61. Trauma and violence 21 99. Algorithm auditing 11
24. Speech recognition 35 62. Mental health and stigma 20 100. Digital literacy 11
25. Writing assistants 35 63. Social norms 20 101. Aesthetics and style 11
26. Human-robot interaction 35 64. Creativity support tools 20 102. Shape-changing user interfaces 11
27. 3D printing 35 65. Social VR moderation 20 103. Shape-changing control 11
28. Fabrication and electronics 34 66. Mental models 19 104. Authoring tools 10
29. Engagement and relationships 33 67. Location-based games and hybrid spaces 18 105. Textiles and lotion 10
30. Gaze/eye tracking 32 68. Immersive analytics and embodied visualization 18 106. Data science 10
31. Health data 32 69. Stories and storytelling 18 107. Saliency maps 10
32. Ethics and ethical guidelines 32 70. Explainable AI 17 108. Site-specific AR storytelling 10
33. Parents and family 32 71. Autism and assistive dating 17 109. Digital health interventions 10
34. Notebooks and sensemaking 31 72. Debugging and diagnosing 17 110. AI design ideation 10
35. Games and gamification 30 73. Conflict management 17 111. Conversational agents 10
36. Avatars and embodiment 30 74. Ethical AI 17 112. Algorithmic harm 10
37. Misinformation in news 29 75. Predictive notifications 16 113. Robustness 10
38. Visualization 29 76. Textile interfaces 16
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